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Abstract

For an equationx′(t) = −x(t) + ζf (x(t − h)), x ∈ R, f ′(0) = −1, ζ > 0, with C3-
nonlinearityf which has a negative Schwarzian derivative and satisfiesxf (x) < 0 for
x �= 0, we prove the convergence of all solutions to zero when bothζ − 1 > 0 and
h(ζ − 1)1/8 are less than some constant (independent onh, ζ ). This result gives additional
insight to the conjecture about the equivalence between local and global asymptotical
stabilities in the Mackey–Glass type delay differential equations.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction and main results

In this note, we consider the delay differential equation

x ′(t) = −x(t) + ζf
(
x(t − h)

)
, x ∈ R, ζ > 0, (1)
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wheref ∈ C3(R,R) satisfies the following three basic properties (H):

(H1) xf (x) < 0 for x �= 0 andf ′(0) = −1.
(H2) f is bounded below and there exists at most one pointx∗ ∈ R such that

f ′(x∗) = 0. Moreover, in this casex∗ is a local extremum.
(H3) (Sf )(x) < 0 for all x �= x∗, whereSf = f ′′′(f ′)−1 − 3/2(f ′′)2(f ′)−2 is

the Schwarz derivative off .

We call such a delay equation the Mackey–Glass type equation.
The main purpose of this work is to give an additional insight to the following

conjecture:

(C) “Local asymptotic stability of the equilibriume(t) ≡ 0 of Eq. (1) implies
global asymptotic stability, that is, all solutions of(1) converge to zero when
t tends to infinity.”

This conjecture was first suggested by Smith (see [5,13]) for Nicholson’s
equation, while the above form (C) has been proposed in [11]. Moreover, the
celebrated Wright conjecture [7,9–12,15] can be viewed as a limit case of (C). It
should be noted here that the asymptotic stability of the linearized equation

x ′(t) = −x(t) − ζx(t − h), x ∈ R, (2)

is well studied (see [6] and Proposition 1 below), while there are only few results
about the global stability of (1) (e.g., see [5,11] for more references).

To formulate a criterion of asymptotical stability for Eq. (2), we define new
parametersµ = 1/ζ � 0, ν = exp(−h)/ζ � 0.

Proposition 1 [6]. Suppose thatµ � 1, or µ < 1 and

ν > ν1(µ) = µexp

(−µarccos(−µ)√
1− µ2

)
. (3)

Then Eq.(2) is uniformly exponentially stable.

Next, the following global stability result was proved in [5]:

Proposition 2. Assume thatf satisfies hypotheses(H). If µ � 1, or µ < 1 and

ν � ν2(µ) = µ − µ2

1+ µ2 (4)

then the steady statee(t) ≡ 0 attracts all solutionsx(t) of Eq. (1): x(t) → 0 as
t → +∞.



E. Liz et al. / J. Math. Anal. Appl. 275 (2002) 747–760 749

Fig. 1. Domains of global and local stability.

Remark 3. To our best knowledge, the global stability condition (4) (formulated
for the Mackey–Glass type Eq. (1)) seems to be the best result ever reported in
the literature.

The two solid lines in Fig. 1 represent the boundaries of local and global
stability regions described in Propositions 1 and 2: forµ ∈ (0,1), they are de-
termined by the functionsν = ν1(µ) andν = ν2(µ) (whereν2(µ) > ν1(µ)).

From Fig. 1, we observe that there is a rather good agreement between the
solid curves for sufficiently largeζ (e.g., forζ > 5 that corresponds toµ < 0.2),
while considerable discrepancy occurs for valuesζ close toζ = 1. This difference
in the behavior of these curves reaches its maximum at the point(µ, ν) = (1,0),
where the boundary of the local stability domain given by (3) (forµ � 1) with
C∞-smoothness is continued by its other partν = 0 (for µ � 1). Indeed, at the
same point(µ, ν) = (1,0) the tangent line of the global stability curve undergoes
an abrupt change. Hence, surprisingly, in order to construct a counter-example to
(C), we should work out parametersµ,ν close to(µ, ν) = (1,0).

Moreover, there is another fact motivating the reconsideration of (C). To see
this, we first state the following result from [8]:

Proposition 4. Letµ > 0 and0< ν < ν3(µ) = ln[(1+ µ)/(1+ µ2)]. Then there
exists a periodic functionτ :R → [0, h] such that the trivial solution to

x ′(t) = −x(t) + ζf
(
x
(
t − τ (t)

))
, x ∈ R, ζ > 0, (5)

is unstable. On the other hand, ifν > ν3(µ), then the steady statee(t) ≡ 0 of the
equation

x ′(t) = −x(t) + ξ(t)f
(
x
(
t − τ (t)

))
, x ∈ R, (6)

is uniformly exponentially stable for every continuous functionτ :R → [0, h] and
for everyξ ∈ L∞(R,R+) with ess supt∈R ξ(t) � ζ .
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Remark 5. The graph of the functionν3(µ) is depicted in Fig. 1 by a dashed line
(notice thatν3(µ) = ln(1+ (µ − µ2)/(1+ µ2)) � (µ − µ2)/(1+ µ2) = ν2(µ)).

Clearly, in view of the similarity of (1) and (5), Proposition 4 provides another
reason to reconsider the global asymptotical stability of (1) forν > ν1(µ) (at least
in the vicinity ofµ = 1).

Therefore, it is important to explain the difference in the behavior of solid
curves pictured in Fig. 1. We will show below that this difference is only due to
the insufficiently sharp form of the stability conditions given in Proposition 2.
Indeed, letD ⊂ R

2+ be the set of all parametersµ,ν for which Eq. (1) is globally
asymptotically stable, and defineΓ :R+ → [0,0.25] by Γ (µ) = inf{ν � 0:
{µ} × (ν,+∞) ⊂ D}. The next theorem represents the main result of the present
note, and states that functionsν1 andΓ have the same slope atµ = 1.

Theorem 6. There existε = εf > 0, K = Kf > 0 such that Eq.(1) is globally
stable whenever0 � ζ − 1� ε and

0 � h < K(ζ − 1)−1/8. (7)

As a consequence,Γ is differentiable atµ = 1, andΓ ′(1) = 0.

Remark 7.

(a) Notice thatΓ (µ) ≡ 0 for µ � 1 and 0< Γ (µ) < ν2(µ) if µ ∈ (0,1).
Conjecture (C) states thatΓ (µ) = ν1(µ); however, we are now even unable
to prove the continuity ofΓ over the interval(0,1), althoughΓ is lower
semi-continuous thanks to the robustness of global attractivity.

(b) It should be noted that, in a small neighbourhood of(µ, ν) = (1,0), Eq. (1)
can be viewed as a singularly perturbed equation [6, Section 12.7]

εx ′(t) = −x(t) + ζf
(
x(t − 1)

)
, ε = h−1.

It is known [6, Theorem 7.2] that assumptions (H) imply the existence
of δ > 0 such that, for every(µ, ν) ∈ {(µ, ν): 1 − δ < µ < 1, 0 < ν <

ν1(µ)}, Eq. (1) has a unique slowly oscillating periodic solution with period
T (h, ζ ) = 2h+ 2+ O(h−1 + |ζ − 1|).

(c) It can be proved that the setD is open (see [7,14]). If, moreover, one can
show thatD is closed in the metric space{(µ, ν) ∈ (0,+∞)2: ν > ν1(µ)

for µ ∈ (0,1]}, the global stability conjecture will be established (compare
with [7, p. 65]). However, we do not even know ifD is simply connected (or
connected).

Theorem 6 will be obtained as an easy consequence of several asymptotic
estimations, one of which is stated below:
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Theorem 8. Letv(t, h) be the fundamental solution of the linear delay differential
equation

x ′(t) = −x(t) − x(t − h). (8)

Then, for everyα > 2, there existh0 = h0(α) > 0, c = c(α) > 0 such that∣∣v(t, h)∣∣ � chexp

(
−π2t

αh3

)
, t � 0, (9)

for all h � h0.

Remark 9.

(a) By definition,v(· , h) : [−h,+∞) → R is the solution of Eq. (8) satisfying
v(0, h) = 1 andv(s,h) = 0 for all s ∈ [−h,0).

(b) It is not difficult to show (see also Remark 14) that the factorh−3 from the
exponent in the right-hand side of (9) is the best possible (asymptotically).
However, we can not say the same abouth before the exponential (for
example, we do not know ifh could be replaced by lnh).

(c) We can takec(α) = bα(α − 2)−1, whereb > 0 does not depend onα.

Finally, we will also need the following simple statement, which is an im-
mediate consequence of Proposition 2 and the well-known results about period-
doubling bifurcation for one-dimensional dynamical systems defined by functions
with negative Schwarzian (e.g., see [2, p. 92]):

Theorem 10. There existε1 = ε1(f ) > 0, K1 = K1(f ) > 0 such that every
bounded solutionx :R → R of Eq.(1) satisfies the inequality

sup
t∈R

∣∣x(t)∣∣ � K1(ζ − 1)1/2 (10)

for 0 � ζ − 1 � ε1.

The paper is organized as follows. The proof of Theorem 8, which is the most
difficult ingredient of our note, can be found in the second section. In Section 3
we prove Theorem 10 and our main result (Theorem 6), and in the last section we
discuss some other aspects of the global stability conjecture (C).

2. Proof of Theorem 8

We will use the following representation of the fundamental solution

v(t, h) = lim
T →+∞

1

2π

T∫
−T

exp((c + is)t)

p(c + is, h)
ds, (11)
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wherep(z) = p(z,h) = z + 1 + exp(−zh) is the characteristic quasipolynomial
associated with Eq. (8) andc > max{�λ: p(λ,h) = 0} (see [6, Section 1.5]).
First we get an asymptotic estimate for|p(z,h)| along the vertical lines defined
by λ(s) = a + is, s ∈ R:

Lemma 11. Let α > 2 and defineβ = (2α + 1)/(α − 2) > 0. There exists
h1 = h1(α) > 0 such that∣∣p(

λ(s)
)∣∣ � π2

βh2
(12)

for all s ∈ [0,2π/h], a ∈ [−π2/(αh3),0], h � h1.

Proof. We prove the lemma by contradiction. Let us suppose that there exist
hk → +∞, sk ∈ [0,2π/hk] andak ∈ [−π2/(αh3

k),0] such that∣∣p(ak + isk)
∣∣ < π2/

(
βh2

k

)
. (13)

Without loss of generality, we can assume thatskhk → φ ∈ [0,2π] and
akh

3
k → ψ ∈ [−π2/α,0] ask → ∞. Since

lim
k→∞ sk = lim

k→∞ak = lim
k→∞akhk = 0,

we obtain from (13) that limk→∞ |p(ak + isk)| = |1 + exp(−iφ)| = 0. Hence
φ = π andεk = skhk − π → 0 whenk → ∞.

Now, it is easy to see that the inequality (13) implies

π2

βhk
>

∣∣π + εk + exp(−akhk)hk sinεk
∣∣

and

π2

βh2
k

>
∣∣ak + 1− exp(−akhk)cosεk

∣∣.
The first of these inequalities is possible for allk only if hkεk → −π ask → ∞.
The second inequality can be written as

π2/β >
∣∣akh

2
k + h2

k

(
1− exp(−akhk)

) + h2
k(1− cosεk)exp(−akhk)

∣∣,
and takes the following limit form (whenk → ∞):

π2/β � |ψ + π2/2| � π2/2− π2/α = (α − 2)π2

2α
,

a contradiction, proving Lemma 11.✷
Lemma 12. For α > 2, there existsh2 = h2(α) > 0 such that for everyh > h2,
s � 2π/h, a = −π2/(αh3) we have

max{s − 3,0} <
√

(1+ a)2 + s2 − exp(−ah) �
∣∣p(

λ(s)
)∣∣ < s + 3. (14)
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Proof. We have, fors > 0 and sufficiently largeh > 0, that∣∣p(
λ(s)

)∣∣ = ∣∣a + is + 1+ exp(−ah)exp(−ish)
∣∣

� 1+ |a| + s + exp(−ah) < 3+ s.

On the other hand, by the triangular inequality,∣∣p(
λ(s)

)∣∣ = ∣∣a + is + 1+ exp(−ah)exp(−ish)
∣∣

� |a + is + 1| − ∣∣exp(−ah)exp(−ish)
∣∣

=
√

(1+ a)2 + s2 − exp(−ah),

the last part being positive fors � 2π/h andh large enough. ✷
Corollary 13. We have, for eachα > 2 and all h > h1(α), that σ(h) =
max{�λ: p(λ,h) = 0} < −π2/(αh3).

Proof. It is well known that Eq. (8) is uniformly stable for everyh > 0 (see, e.g.,
[6, p. 154]), so thatσ(h) � 0. It suffices now to apply Lemmas 11 and 12 to
complete the proof. ✷
Remark 14. In fact, we claim thatσ(h) ∼ −π2/(2h3) for h � 1.

Indeed, we will establish below that the rootsλ(h) = a(h) ± ib(h), a(h) < 0,
b(h) > 0 of p(λ,h) = 0 have the following asymptotic representations forh � 1:

λk(h) ∼ −π2(1+ 2k)2/(2h3) ± π(1+ 2k)i/h, k ∈ {0,1,2, . . .}. (15)

Moreover, it is easy to prove that, forh > 1, there exists a unique pair of conjugate
rootsλ(h) such that|�(λ(h))|h � π . Thus, from (15) we have that, for largeh,
σ(h) = �(λ(h)) ∼ −π2/(2h3), proving our claim.

To establish (15), we observe that, due to the implicit function theorem,λ(h)

depends smoothly on the positive parameterh � 1. Therefore, rewriting the
characteristic equation in the form

a(h) + 1+ exp
(−a(h)h

)
cos

(
b(h)h

) = 0, (16)

b(h) = exp
(−a(h)h

)
sin

(
b(h)h

)
, (17)

and analyzing Eq. (17), we see that there existsk ∈ {0,1,2, . . .} such thatb(h)h ∈
[2πk,π + 2πk] for all h � 1 (notice that the characteristic equation has no real
roots forh � 1). This means that limh→∞ b(h) = 0, so that, by (17),b(h)h →
2πk orb(h)h → π +2πk whenh → ∞. We claim thatb(h)h → π +2πk. Indeed
b(h)h → 2πk and Eq. (16) imply thata(h) < −1 for largeh. This estimate allows
us to conclude, again due to (16), that limh→+∞ a(h) = −∞ so that

lim
h→+∞h = lim

h→+∞
∣∣a(h)∣∣−1 ln

[∣∣a(h) + 1
∣∣/cos

(
b(h)h

)] = 0,
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a contradiction. Thusb(h)h = π(1 + 2k) + e(h), wheree(h) → 0 ash → ∞.
Using this representation ofb(h)h, we rewrite Eqs. (16) and (17) as

a(h) + 1 = exp
(−a(h)h

)
cos

(
e(h)

)
, (18)

π(1+ 2k) + e(h) = −exp
(−a(h)h

)
hsin

(
e(h)

)
. (19)

Now, Eq. (18) implies thatc(h) = a(h)h → 0 for h → ∞. Therefore, by (19),
we gete(h)h = −π(1 + 2k) + o(1/h). Finally, Eq. (18) givesc(h)(1 + o(1)) =
−(e2(h)/2)(1+ o(1)), and therefore

a(h) = c(h)

h
∼ −e2(h)

2h
∼ −π2(1+ 2k)2

2h3
.

Lemma 15. For eachα > 2, there existh0 = h0(α) > 0 and K2 = K2(α) > 0
such that, for everyh > h0, we have∣∣∣∣∣ lim

T →+∞

T∫
−T

eist ds

p(−π2/(αh3) + is)

∣∣∣∣∣ � K2h. (20)

Proof. First notice that the value of the integral is a real number, so that we have
to consider only the real part of the integrandeist/q(s). Since this real part is an
even function, it suffices to prove that

|I1| =
∣∣∣∣∣

2π/h∫
0

�[
eist /q(s)

]
ds

∣∣∣∣∣ � K3h,

|I2| =
∣∣∣∣∣

1∫
2π/h

�[
eist/q(s)

]
ds

∣∣∣∣∣ � K4h,

and

|I3| =
∣∣∣∣∣

+∞∫
1

�[
eist/q(s)

]
ds

∣∣∣∣∣ � K5h

for someK3,K4,K5 > 0 and sufficiently largeh.
Now, by Lemma 11, we have that, forh � h1,

|I1| �
2π/h∫
0

∣∣q(s)∣∣−1
ds � (2π/h)

(
π2/(βh2)

)−1 = 2βh/π = K3h,

whereβ = (2α + 1)/(α − 2).
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Next, by Lemma 12,

|I2| �
1∫

2π/h

∣∣q(s)∣∣−1
ds �

1∫
2π/h

ds∣∣√a2(h) + s2 − b(h)
∣∣ ,

wherea(h) = 1 − π2/(αh3) andb(h) = exp(π2/(αh2)). For sufficiently largeh
ands ∈ [2π/h,1), we have√

a2(h) + s2 − b(h) > 0, 1/a(h) < 1+ π/h,

2π

a(h)h
>

π

h
,

√
1+ (s + π/h)2 + b(h)/a(h) � 3,

so that

|I2| �
1∫

2π/h

ds√
a2(h) + s2 − b(h)

=
1/a(h)∫

2π/(a(h)h)

ds√
1+ s2 − b(h)/a(h)

�
1+π/h∫
π/h

ds√
1+ s2 − b(h)/a(h)

�
1∫

0

ds√
1+ (s + π/h)2 − b(h)/a(h)

=
1∫

0

√
1+ (s + π/h)2 + b(h)/a(h)

1+ (s + π/h)2 − b2(h)/a2(h)
ds

�
1∫

0

3ds

(s + π/h)2 + (1− b2(h)/a2(h))
= R(h).

Now, since

lim
h→+∞R(h)h−1 = 3

√
α/2

π

∞∫
0

du

(u + √
α/2)2 − 1

= K6 ∈ R+,

we obtain that|I2| � (K6 + 1)h = K4h for sufficiently largeh.
Next,

I3 =
+∞∫
1

cos(s(t + h))exp(π2/(αh2)) + cos(st)(−π2/(αh3) + 1)

|q(s)|2 ds

+
+∞∫
1

s sin(st)

|q(s)|2 ds = I4 + I5.
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Now, for largeh,

|I4| � 3

+∞∫
1

∣∣q(s)∣∣−2
ds � 3

+∞∫
1

(√
s2 + 0.75− 1.25

)−2
ds � K7 ∈ R,

so that we only have to evaluateI5. We obtain that

I5 =
+∞∫
1

(s − |q(s)|)sin(st)

|q(s)|2 ds +
+∞∫
1

sin(st)

|q(s)| ds = I6 + I7,

where, in virtue of (14),

|I6| � 3

+∞∫
1

∣∣q(s)∣∣−2
ds � K7.

Finally, using Lemma 12 again, we get∣∣∣∣∣I7 −
+∞∫
1

sin(st)

s
ds

∣∣∣∣∣ �
+∞∫
1

|s − |q(s)||sin(st)|
s|q(s)| ds

� 3

+∞∫
1

∣∣sq(s)∣∣−1
ds � 3

+∞∫
1

1

s
∣∣√a2(h) + s2 − b(h)

∣∣ ds

� 3

+∞∫
1

ds∣∣√a2(h) + s2 − b(h)
∣∣2 � 3

+∞∫
1

ds(√
s2 + 0.75− 1.25

)2 � K7,

and since, for allt � 0, h > 0,∣∣∣∣∣
+∞∫
1

sin(st)

s
ds

∣∣∣∣∣ =
∣∣∣∣∣

+∞∫
t

sin(u)

u
du

∣∣∣∣∣ � sup
x�0

∣∣∣∣∣
+∞∫
x

sin(u)

u
du

∣∣∣∣∣ = K8,

we have the necessary estimate|I5| � K9. ✷
Proof of Theorem 8. Now we can end the proof of Theorem 8 noting that,
by (11),

∣∣v(t, h)∣∣ � exp(−π2t/(αh3))

2π

∣∣∣∣∣ lim
T →+∞

T∫
−T

exp(ist)

p(−π2/(αh3) + is, h)
ds

∣∣∣∣∣
� K2

2π
hexp

(−π2t/(αh3)
) = chexp

(−π2t/(αh3)
)
. ✷
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3. Proof of Theorems 6 and 10

In order to prove Theorem 10, we will need the following result:

Proposition 16. Assume thatf satisfies hypotheses(H1), (H2)and setfζ = ζf .
Then we have:

(1) The setAζ = ⋂+∞
j=0f

j
ζ (R) is global attractor of the mapfζ ; in particular,

Aζ = [aζ , bζ ] andfζ (Aζ ) = Aζ .
(2) Every bounded solutionx :R → R to Eq.(1) satisfiesaζ � x(t) � bζ for all

t ∈ R.
(3) If A1 = {0}, thenlimζ→1 aζ = limζ→1 bζ = 0.
(4) If f ′

ζ (x) < 0 for all x ∈ Aζ , thenfζ (aζ ) = bζ andfζ (bζ ) = aζ .

Proof. For (1) and (3), see [7, Sections 2.4, 2.5]; (4) is an immediate consequence
of (1), and, finally, (2) was established in [5].✷
Proof of Theorem 10. First, note that hypotheses (H1), (H2) imply the existence
of someδ-neighbourhoodU of x = 0, wheref is strictly decreasing:f ′

ζ (x) < 0,

x ∈ U , ζ > 0. Next we claim thatA1 = {0}. Indeed, since(f 2)′(0) = 1 and
(f 2)′′(0) = 0 we obtain, in view of the negativity ofSf 2, that (f 2)′′′(0) < 0.
Therefore zero is an asymptotically stable point forf 2 (see, for example, [3,
p. 25]), and hence forf . By [5, Proposition 7], these facts guarantee the global
stability of the fixed pointx = 0 tof , that is,A1 = {0}.

Next, by Proposition 16(3), there existsσ > 0 such thatAζ ⊂ U for 0 <

ζ − 1 < σ . Sincef is decreasing onU we have, in view of Proposition 16(4),
thatfζ (aζ ) = bζ , fζ (bζ ) = aζ .

Now, by [2, Corollary 12.8], there exists a subsetUβ ⊂ U and a smooth
function ξ :Uβ → [1,+∞), ξ(0) = 1, ξ ′(0) = 0, ξ ′′(p) > 0 for all p ∈ Uβ ,
such thatf 2

ξ(p)
(p) = p and fξ(p)(p) �= p. Thus, for ζ → 1+, we have that

ζ = ξ(p1) = ξ(p2) for somep1,p2 ∈ Uβ , p1 < 0 < p2. Moreover, the nega-
tivity of Sf 2

ζ and monotonicity off 2
ζ inside U imply that p1 and p2 are the

unique nonzero fixed points forf 2
ζ (in particular,fζ (p1) = p2). Hence,p1 = aζ ,

p2 = bζ , and, by Proposition 16(2), every bounded solutionx :R → R to Eq. (1)
satisfies the inequality

p1 � x(t) � p2, t ∈ R.

Finally, using the relationsξ(pi) = ζ , i = 1,2, and the properties ofξ , we obtain
(10) for ζ − 1> 0 sufficiently small. ✷
Proof of Theorem 6. Let z :R → R be a bounded solution to Eq. (1). Thenz(t)

satisfies the following linear equation

x ′(t) = −x(t) − x(t − h) + a(t), (21)
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wherea(t) = ζf (z(t − h)) + z(t − h). Take nowε1 ∈ (0,1), K1 > 0 as indicated
in Theorem 10. Then for 0< ζ − 1 � ε1, we have that∣∣a(t)∣∣ � K1(ζ − 1)1/2 max

|y|�K1(ζ−1)1/2

∣∣1+ ζf ′(y)
∣∣

� K1(ζ − 1) max
|y|�K1(ζ−1)1/2

[
(ζ − 1)1/2 + ζK1

∣∣f ′′(y)
∣∣] � K̃(ζ − 1),

whereK̃ = K1(1+ 2K1 max|y|�K1 |f ′′(y)|).
Since Eq. (21) is asymptotically stable anda(t) is bounded and continuous, it

has a unique bounded solutionx(t) = z(t) defined for allx ∈ R. Moreover,

z(t) =
t∫

−∞
v(t − s, h)a(s) ds,

so that, using Theorem 8 for an arbitrarily fixedα > 2, we get

∣∣z(t)∣∣ � K̃(ζ − 1)

t∫
−∞

∣∣v(t − s, h)
∣∣ ds

� K̃(ζ − 1)

t∫
−∞

chexp

(
−π2(t − s)

αh3

)
ds

= K̃cα

π2 (ζ − 1)h4 < (1/2)K1(ζ − 1)1/2,

for h � h0 wheneverh(ζ − 1)1/8 < K = √
π(K1/(2K̃cα))1/4. By repeating the

same argument, we can prove that|z(t)| < (1/2)nK1(ζ − 1)1/2 for all t ∈ R and
n ∈ N. Thusz(t) ≡ 0.

Without loss of generality, we can assume thath0 < K(ζ − 1)−1/8 for all
ζ ∈ [1,1 + ε1]. Hence we have shown above that Eq. (1) is globally stable for
h0 � h < K(ζ − 1)−1/8 and 0� ζ − 1 � ε1. Finally, Proposition 2 permits us
to find ε2 > 0 such that 0� ζ − 1 � ε2 implies that (1) is globally stable for
0 � h < h0. Thus inequality (7) is proved choosingε = min{ε1, ε2}.

Now, (7) implies that, forδ > 0 sufficiently small, 0� Γ (1 − δ) � F(1 − δ),
whereF(µ) = µexp{−K((1/µ)− 1)−1/8}.

Since limδ→0+ F(1−δ)/δ = F ′(1−) = 0, we can conclude thatΓ ′(1) = 0. ✷

4. Remarks and discussion

It is easy to see that the study of global asymptotical stability of the unique
positive equilibrium to the following well-known (e.g., see [1,4,5,9,13]) delay
equations (with positiveζ , a, x)
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x ′(t) = −x(t) + ζan

an + xn(t − h)
, n > 1 (Mackey–Glass), (22)

x ′(t) = −x(t) + ζ exp
(−ax(t − h)

)
(Lasota–Wazewska) (23)

can be reduced, via a simple change (a translation) of variable, to the investigation
of global attractivity of the trivial solution to Eq. (1). In some cases (e.g., whenζ

is close to 1), the same observation is also valid for the equations

x ′(t) = −x(t) + ζanx(t − h)

an + xn(t − h)
, n > 1 (Mackey–Glass), (24)

x ′(t) = −x(t) + ζx(t − h)exp
(−ax(t − h)

)
(Nicholson). (25)

As mentioned before (see Propositions 1, 2 and [5]), in the domain(h, ζ ) ∈ R
2+,

the decay dominance condition 1� ζ (or µ � 1) determines all parameters for
which Eq. (1) (and, in particular, (22)–(25)) is absolutely stable (we recall here
that “absolute stability” means “delay independent stability”).

Now let ζ > 1 and denote byhc(ζ ) the global stability delay threshold:hc(ζ )

is the maximal positive number for which the inequalityh < hc(ζ ) implies
convergence of all solutions to the equilibrium. By the above comments, it is
natural to expect thathc(ζ ) → +∞ as ζ → 1+ (while the folklore statement:
“Small delays are harmless” implies that hc > 0). Indeed, by Proposition 2,
hc(ζ ) � ln(ζ + ζ−1) − ln(ζ − 1) ∼ − ln(ζ − 1), so that for everyh > 0 the
Mackey–Glass delay differential equation can be stabilized by choosingζ > 1
sufficiently close to 1. This means that even large delays are harmless near the
boundary of absolute stability. Moreover, Theorem 6 has improved the above
logarithmic estimation ofhc(ζ ) nearζ = 1 saying that we have there, for some
K > 0, ε > 0,

hc(ζ ) � K(ζ − 1)−1/8 if 0 < ζ − 1< ε. (26)

Now, let us indicate briefly some aspects of the considered problem which
could be studied in the future.

First, it seems that the exponent−1/8 in (26) can be significantly improved
(up to −1/2, if the global stability conjecture were true). Unfortunately, our
method (when we establish some estimates for the global attractivity domain
(Theorem 10) and then use the contractivity argument inside this domain (The-
orem 8)) does not allow this improvement at all. The best estimate within our
approach is−1/6, and it could be reached if we were able to show thath before
the exponential in (9) is not necessary (or at least could be replaced with lnh, see
also Remark 9).

Second, it will be very interesting to obtain someK,ε in (26) explicitly. Also,
in the statement of Theorem 6, both constants depend on the nonlinearityf : we
hope that this dependence can be discarded with a different approach.

Finally, we note that at the moment of the acceptance of this paper we already
proved that the inequalityν > ν3(µ), µ ∈ (0,1) (see Proposition 4) is also
sufficient for the global stability in (1) (see [12]).
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