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We establish a criterion for the global exponential stability of the zero solution of
the scalar retarded functional differential equation x′(t) = L(xt) + g(t,xt) whose linear
part y′(t) = L(yt) generates a monotone semiflow on the phase space C = C([−r,0],R)
with respect to the exponential ordering, and the nonlinearity g has at most linear
growth.
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1. Introduction

Given r ∈R+ = [0,∞), letC = C([−r,0],R) denote the Banach space of continuous func-
tions mapping [−r,0] into R equipped with the supremum norm

‖φ‖ = sup
−r≤θ≤0

∣
∣φ(θ)

∣
∣, φ∈ C. (1.1)

In this paper, we are concerned with the stability properties of the zero solution of the
scalar retarded functional differential equation

x′(t)= L(xt
)

+ g
(

t,xt
)

, (1.2)

where L : C→ R is a bounded linear functional and the function g : R+×C→ R is con-
tinuous and has at most linear growth in the sense that for some γ ≥ 0, we have that

∣
∣g(t,φ)

∣
∣≤ γ‖φ‖, t ∈R+, φ ∈ C. (1.3)

As usual, the symbol xt ∈ C is defined by xt(θ)= x(t+ θ) for −r ≤ θ ≤ 0.
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2 Exponential stability in FDEs

With (1.2), we can associate an initial condition of the form

xσ = φ, (1.4)

where σ ∈R+ and φ∈ C.
Equation (1.2) includes as a special case the equation

x′(t)=−dx(t− τ) + f
(

x(t−ω)
)

, (1.5)

where τ, ω ∈R+, d ∈R, and f :R→R is continuous. The list of the above symbols is the
following:

r =max{τ,ω},
L(φ)=−dφ(−τ), φ ∈ C,

g(t,φ)= f
(

φ(−ω)
)

, t ∈R+, φ∈ C.
(1.6)

Equation (1.5) was studied by Győri [6], who established the following criterion for
the global attractivity of the zero solution of (1.5).

Theorem 1.1 [6, Theorem 4.2]. Suppose that

d > 0, dτ <
1
e

, (1.7)

x f (x)≥ 0, x ∈R. (1.8)

Then all solutions of (1.5) tend to zero if and only if

∣
∣ f (x)

∣
∣ < d|x|, x ∈R \ {0}. (1.9)

In this paper, among others, we will show that if hypothesis (1.9) of Theorem 1.1 is
replaced with the slightly stronger condition

sup
x∈R\{0}

∣
∣ f (x)

∣
∣

|x| < d, (1.10)

then the zero solution of (1.5) is exponentially stable. Recall that the zero solution of
(1.2) is (globally uniformly) exponentially stable if there exist constants M > 1 and λ < 0
such that if x is a noncontinuable solution of (1.2) with initial value (1.4) for some σ ∈R+

and φ ∈ C, then x is defined on [σ − r,∞) and satisfies the inequality

∣
∣x(t)

∣
∣≤M‖φ‖eλ(t−σ), t ≥ σ. (1.11)
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The following theorem is a simple corollary of our more general result presented in
Section 3 (see Theorem 3.1).

Theorem 1.2. Suppose conditions (1.7) and (1.10) hold. Then the zero solution of (1.5) is
exponentially stable.

The proof of Theorem 1.1 by Győri [6] is based on the variation-of-constants formula
and the fact that under condition (1.7), the fundamental solution of the linear part of
(1.5),

y′(t)=−dy(t− τ), (1.12)

is nonnegative. Our approach combines Győri’s idea with the observation made by Smith
and Thieme [10]. Namely, if (1.7) holds, then the linear equation (1.12) generates a
monotone semiflow on C with respect to the exponential ordering. An important tool
in our proof is a useful inequality between the solutions of the linear part of (1.2) (see
Lemma 2.2).

It should be mentioned that similar techniques and ideas were used earlier by the par-
ticipants of the Perm Seminar on Functional Differential Equations (Perm, Russia). For
details, see [1, 5] and the references therein. For recent stability criteria which are relevant
to our study, the reader is referred to the papers [2, 3].

The paper is organized as follows. In Section 2, we summarize some facts from the the-
ory of functional differential equations generating a monotone semiflow and we establish
some auxiliary results which will be used in our proof. The main theorem and its proof
are given in Section 3.

2. Preliminaries

Consider the linear autonomous functional differential equation

y′(t)= L(yt
)

(2.1)

with L as in (1.2). It is well known [7] that if (σ ,φ)∈R+×C, then the unique (noncon-
tinuable) solution y of (2.1) with initial value yσ = φ exists for all t ≥ σ . Denote it by
y(t) = y(t;σ ,φ) or yt = yt(σ ,φ) depending on whether we interpret the solution y in R
or in C.

Let us summarize some facts from the theory of monotone dynamical systems. For
proofs and more details, see [9, Chapter 6]. If μ > 0, then the exponential ordering ≤μ is
the partial order in C induced by the convex closed cone

Kμ =
{

φ ∈ C | φ≥ 0, φ(θ)eμθ is nondecreasing on [−r,0]
}

. (2.2)

Thus, φ ≤μ ψ for some φ,ψ ∈ C if and only if ψ −φ ∈ Kμ. We write φ <μ ψ if φ ≤μ ψ and
φ 	= ψ.

Equation (2.1) generates a continuous global semiflow on C by

t 
−→ yt(0,φ), t ∈R+, φ ∈ C. (2.3)
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In [9, Chapter 6, Theorem 1.1], it is shown that the above semiflow is monotone with
respect to the ordering ≤μ, that is,

φ≤μ ψ implies yt
(

0,φ
)≤μ yt(0,ψ), ∀t ∈R+, (2.4)

if and only if

L(φ) +μφ(0)≥ 0 whenever φ∈ C, φ ≥μ 0. (2.5)

Throughout the paper, instead of (2.5), we will assume the slightly stronger condition

L(φ) +μφ(0) > 0 whenever φ∈ C, φ >μ 0. (2.6)

As shown in [9, Chapter 6, Theorem 2.3], condition (2.6) implies that the semiflow (2.3)
is strongly order-preserving (see [9, Chapter 1] for the definition of a strongly order-
preserving semiflow which is not needed here). A sufficient condition for (2.6) to hold
can be formulated in terms of the signed Borel measure representing the bounded linear
functional L. If L has the form

L(φ)=
∫

[−r,0]
φ(θ)dν(θ), φ ∈ C, (2.7)

where ν is a regular signed Borel measure, then condition (2.6) holds if

μ+
∫

H
e−μθdν(θ) > 0 (2.8)

for H = [−r,0] and H = (θ,0] for each θ ∈ [−r,0) (see [9, Chapter 6, Proposition 1.4
and Remark 2.2]). In the case of the simple equation (1.12), the linear functional L(φ)=
−dφ(−τ) is represented by the measure ν=−dδ−r , where δ−r is the Dirac measure with
support on {−r}. Condition (2.8) reduces to

μ−deμτ > 0. (2.9)

In most cases the particular value of μ > 0 is not of interest. It is routine to show that (2.9)
holds for some μ > 0 if and only if

d+τ <
1
e

, d+ =max{0,d}. (2.10)

Consequently, under condition (1.7) of Theorem 1.1, the strong monotonicity condition
(2.6) is satisfied for (1.12) for some μ > 0.

Recall that the fundamental solution u of (2.1) is the unique solution of (2.1) on [−r,∞)
with initial data

u(θ)=
⎧

⎨

⎩

0 for − r ≤ θ < 0,

1 for θ = 1.
(2.11)
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The family of special solutions y(·;0,eλ) of (2.1), where λ∈R and eλ ∈ C is the expo-
nential function

eλ(θ)= eλθ , −r ≤ θ ≤ 0, (2.12)

will play an important role in the sequel. For λ= 0, write y(·;0,e0)= v for brevity. Thus,
v is the unique solution of (2.1) on [−r,∞) with initial values v(θ) = 1 identically for
θ ∈ [−r,0]. In the following result, extracted from [8], we summarize some properties of
the special solutions u and v of (2.1). It says that under the strong monotonicity condition
(2.6), both solutions are positive for t ∈R+ and v dominates all other solutions of (2.1).

Proposition 2.1 [8, Propositions 2.1 and 2.3]. Suppose that (2.6) holds for some μ > 0.
Then

(i) the solutions u and v are positive on [0,∞),
(ii) there exists K > 1 such that for all φ∈ C and t ≥−r,

∣
∣y(t;0,φ)

∣
∣≤ K‖φ‖v(t). (2.13)

The next lemma shows that in Proposition 2.1, the special solution v can be replaced
with any of the solutions y(·;0,eλ), where λ∈ (−μ,0).

Lemma 2.2. Suppose that (2.6) holds for some μ > 0 and let λ∈ (−μ,0). Then
(i) the solution y(·;0,eλ) of (2.1) is positive on [−r,∞),

(ii) there exists M > 1 such that for all φ ∈ C and t ≥−r,
∣
∣y(t;0,φ)

∣
∣≤M‖φ‖y(t;0,eλ

)

. (2.14)

Proof. Let λ∈ (−μ,0). We claim that if k ≥ 1 is sufficiently large, then

e0 ≤μ keλ. (2.15)

Indeed, by the definition of the ordering ≤μ, (2.15) is equivalent to

1≤ keλθ ,
d

dθ

(

eμθ
(

keλθ − 1
))= eμθ(k(μ+ λ)eλθ −μ)≥ 0 (2.16)

for all θ ∈ [−r,0]. Since μ + λ > 0, the last two conditions, and hence (2.15), certainly
hold if k ≥ 1 is sufficiently large. If k ≥ 1 is chosen in this way, then the monotonicity
conditions (2.4) and (2.15) imply that

yt
(

0,e0
)≤μ yt

(

0,keλ
)= kyt

(

0,eλ
)

, t ∈R+. (2.17)

In particular,

v(t)= y
(

t;0,e0
)≤ ky(t;0,eλ

)

, t ≥−r. (2.18)

Using the last inequality in (2.13), we obtain (2.14) with M = kK . Thus, conclusions (i)
and (ii) of the lemma follow from Proposition 2.1. �
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Consider the nonhomogeneous equation

x′(t)= L(xt
)

+h(t) (2.19)

associated with (2.1), where h : [σ ,∞)→R with σ ∈R is continuous. By the variation-of-
constants formula (see [7, Chapter 6]), the unique solution x of (2.19) on [σ − r,∞) with
initial value xσ = φ is given by

x(t)= y(t− σ ;0,φ) +
∫ t

σ
u(t− s)h(s)ds, t ≥ σ , (2.20)

where y(·;0,φ) and u are the solutions of the homogeneous equaion (2.1) defined as
before.

We conclude this section with an integral identity involving the special solutions u and
y(·;0,eλ) of (2.1), where λ∈R is a root of the equation

Δ(λ)= 0, Δ(λ)= λ−L(eλ
)− γe−λr . (2.21)

Lemma 2.3. If λ∈R is a root of (2.21), then

y
(

t− σ ;0,eλ
)

+
∫ t

σ
u(t− s)γeλ(s−r−σ)ds= eλ(t−σ) (2.22)

for all t ≥ σ ≥ 0.

Proof. Clearly, if λ∈R is a root of (2.21), then the function x(t)= eλ(t−σ) is a solution of
the equation

x′(t)= L(xt
)

+ γx(t− r) (2.23)

with initial value xσ = eλ. The desired conclusion (2.22) follows from (2.20) by letting
h(t)= γx(t− r)= γeλ(t−r−σ) for t ≥ σ . �

3. The main result

Our main result is the following theorem which provides a criterion for the exponential
stability of the zero solution of (1.2) under the hypothesis that the linear functional L
satisfies the strong monotonicity condition (2.6) for some μ > 0. Sufficient conditions for
(2.6) to hold were mentioned in Section 2 (see also [9, Chapter 6]).

Theorem 3.1. Suppose that there exist γ ≥ 0 and μ > 0 such that (1.3) and (2.6) hold.
Assume further that

γ <−L(e0
)

, (3.1)

where e0(θ) = 1 identically for θ ∈ [−r,0]. Then the zero solution of (1.2) is exponentially
stable. More precisely, if λ is the unique root of (2.21) in (−μ,0) and the constant M has the
meaning from Lemma 2.2(ii), then any noncontinuable solution x of (1.2) with initial value
(1.4) for some σ ∈R+ and φ ∈ C is defined on [σ − r,∞) and (1.11) holds.
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Remark 3.2. The existence and uniqueness of λ is part of the conclusion of the above
theorem.

Proof. First we show the existence of a solution λ of (2.21) in the interval (−μ,0). Since
e−μ >μ 0, inequality (2.6) implies that L(e−μ) + μ > 0. This and (3.1) yield that Δ(−μ) < 0
and Δ(0) > 0. Since Δ is continuous, the intermediate value theorem implies the existence
of λ∈ (−μ,0) at which Δ(λ)= 0.

Let λ be any root of (2.21) in the interval (−μ,0) and let M have the meaning from
Lemma 2.2(ii). We will show that the exponential estimate (1.11) holds for any noncon-
tinuable solution x of (1.2) with initial value (1.4). Let x be a noncontinuable solution of
the initial-value problem (1.2) and (1.4) for some (σ ,φ)∈R+×C. Then x is defined on
some interval [σ − r,b), where σ < b ≤∞. Taking into account that λ < 0, (1.4) implies
for t ∈ [σ − r,σ] that

∣
∣x(t)

∣
∣≤ ‖φ‖ ≤ ‖φ‖eλ(t−σ). (3.2)

From this and the fact that M > 1, we obtain that for any ε > 0 and t ∈ [σ − r,σ],

∣
∣x(t)

∣
∣ <M

(‖φ‖+ ε
)

eλ(t−σ). (3.3)

We claim that the strict inequality (3.3) is also valid for t ∈ (σ ,b). Otherwise, there exists
t1 ∈ (σ ,b) such that

∣
∣x(t)

∣
∣ <M

(‖φ‖+ ε
)

eλ(t−σ), σ − r ≤ t < t1, (3.4)
∣
∣x
(

t1
)∣
∣=M(‖φ‖+ ε

)

eλ(t1−σ). (3.5)

Since λ < 0, (3.4) yields

∥
∥xt
∥
∥= sup

−r≤θ≤0

∣
∣x(t+ θ)

∣
∣≤M(‖φ‖+ ε

)

eλ(t−r−σ), σ ≤ t < t1. (3.6)

By the variation-of-constants formula (2.20), we have that

x
(

t1
)= y

(

t1− σ ;0,φ
)

+
∫ t1

σ
u
(

t1− s
)

g
(

s,xs
)

ds. (3.7)

From this, using (1.3), the positivity of the fundamental solution u onR+ (see Proposition
2.1(i)), Lemma 2.2, and (3.6), we obtain

∣
∣x
(

t1
)∣
∣≤ ∣∣y(t1− σ ;0,φ

)∣
∣+

∫ t1

σ
u
(

t1− s
)

γ
∥
∥xs
∥
∥ds

≤M‖φ‖y(t1− σ ;0,eλ
)

+
∫ t1

σ
u
(

t1− s
)

γM
(‖φ‖+ ε

)

eλ(s−r−σ)ds

<M
(‖φ‖+ ε

)
[

y
(

t1− σ ;0,eλ
)

+
∫ t1

σ
u
(

t1− s
)

γeλ(s−r−σ)ds
]

=M(‖φ‖+ ε
)

eλ(t1−σ),

(3.8)
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the last equality being a consequence of the identity (2.22) of Lemma 2.3. This contradicts
(3.5), and thus (3.3) holds for all t ∈ [σ − r,b). Letting ε→ 0 in (3.3), we obtain

∣
∣x(t)

∣
∣≤M‖φ‖eλ(t−σ), σ ≤ t < b. (3.9)

By a well known continuation theorem (see [7, Chapter 2, Theorem 3.2]), the last in-
equality implies that b =∞, and thus (1.11) holds.

It remains to show the uniqueness of the solution λ of (2.21) in the interval (−μ,0).
Suppose by the way of contradiction that (2.21) has two solutions λ1, λ2 ∈ (−μ,0), λ1 < λ2.
If we let

g(t,φ)= γφ(−r), t ∈R+, φ∈ C, (3.10)

then condition (1.3) is satisfied and (1.2) reduces to the linear equation (2.23) which
has the solution x(t)= eλ2(t−σ) with initial value xσ = eλ2 . Since λ= λ1 is a root of (2.21)
belonging to the interval (−μ,0), according to the previous part of the proof, the above
solution satisfies the exponential esimate (1.11), that is,

eλ2(t−σ) ≤M∥∥eλ2

∥
∥eλ1(t−σ), t ≥ σ. (3.11)

Hence

e(λ2−λ1)t ≤Me−λ2re(λ2−λ1)σ , t ≥ σ , (3.12)

a contradiction, since e(λ2−λ1)t →∞ as t→∞. �

As noted in Section 1, Theorem 1.2 is a simple consequence of Theorem 3.1. As an-
other example, consider the equation

x′(t)=
∞
∑

i=1

aix
(

t− ri
)

+K
(

xt
)

, (3.13)

where ai ∈ R and 0 ≤ ri ≤ r for some r > 0 and i = 1,2, . . . ,
∑∞

i=1 |ai| <∞, and K : C→ R
is a bounded linear functional. Equation (3.13) has recently been studied by Faria and
Huang [4]. In [4, Example 3.1], it is shown that the zero solution of (3.13) is exponentially
stable if

∞
∑

i=1

∣
∣ai
∣
∣eri/r +‖K‖e < 1

r
,

∞
∑

i=1

ai +K
(

e0
)

< 0, (3.14)

where ‖K‖ denotes the operator norm ofK and e0 ∈ C has the same meaning as in (2.12).
The following corollary of Theorem 3.1 is an improvement of the above result.
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Corollary 3.3. Any of the conditions (i), (ii), and (iii) below is sufficient for the exponen-
tial stability of the zero solution of (3.13):

(i)
∑∞

i=1 a
−
i e

ri/r +‖K‖e < 1/r and
∑∞

i=1 ai +K(e0) < 0,
(ii)

∑∞
i=1 a

−
i e

ri/r < 1/r and ‖K‖+
∑∞

i=1 ai < 0,
(iii) ‖K‖e < 1/r and

∑∞
i=1 |ai|+K(e0) < 0,

where a−i =max{0,−ai} for i= 1,2, . . . .

Proof. The result follows from Theorem 3.1 when

L(φ)=
∞
∑

i=1

aiφ
(− ri

)

+K(φ), γ = 0,

L(φ)=
∞
∑

i=1

aiφ
(− ri

)

, γ = ‖K‖,

L(φ)= K(φ), γ =
∞
∑

i=1

∣
∣ai
∣
∣,

(3.15)

respectively. It is easily shown that under each of the conditions (i), (ii), and (iii) of the
corollary, condition (2.8), and hence (2.6), is satisfied with μ= 1/r for the corresponding
linear functional L. �
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